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Abstract:   
  Vehicles may be recognized from the sound they make when 

engine moving from their acoustic signature. In this paper, inves-
tigated two feature extraction methods for acoustic signals, Fast 
Fourier Transform(FFT) and Wavelet Packet Transform(WPT) and 
used for recognition. To  reduce the amount of features extracted 
used Principal Component Analysis algorithm. And used Artificial 
neural networks as a classifier for Vehicles types.
Keywords: Feature Extraction, FFT, WPT, PCA, ANN.

المستخلص :
 يمكــن التعــرف عــى المركبــات مــن خــال بصمــه صــوت المحــرك ومــن خــال هــذه الورقــه تــم 

تشــخيص اشــارات بصمــة الصــوت باســتخدام اثنــن مــن طــرق اســتخاص معــالم الصــوت وهــا تحويــل 

فوريــر السريــع السريــع وتحويــل حــزم المويجــات في عمليــه التعــرف ولتقليــل حجــم اســتخاص المعــالم 

تــم اســتخدام خوارزميــه تحليــل المتجهــات  وتــم اســتخدام الشــبكات العصبونيــه الاصطناعيــه للتعــرف 

عــى انــواع المركبــات. 

ــات ,  ــزم المويج ــل ح ــع , تحوي ــر السري ــل فوري ــالم ، تحوي ــتخاص المع ــة: اس ــات المفتاحي الكل

خوارزميــه تحليــل المتجهــات , الشــبكات العصبونيــه الاصطناعيــه.

1.Introduction:
Pattern Recognition theory can be a good approach to the 

sound classification problem. In pattern recognition, objects are 
identified on the bases of some attributes or features(1). The selec-
tion of a set of features that is capable of distinguishing between 
classes are the most critical step in audio classification system 
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design (2). All vehicles emit characteristic sounds when engine 
moving. These sounds may come from various sources including 
rotational parts, vibration in the engine, wind effect, gears, friction 
between the tires and fans. Similar vehicles working in compara-
ble conditions would have a similar acoustic signature that could 
be used for recognition. Acoustic signature plays a crucial role in 
the military operations and several systems have been proposed 
for vehicle recognition. Classification of vehicles based on acous-
tic signals can be employed effectively in battlefield surveillance, 
traffic control, and many other applications. The classification per-
formance depends on the selection of signal features that deter-
mine the separation of different signal classes. Rest of the paper 
is organized as follows: section 2 describes recent methods to ex-
tract features from the vehicle acoustic signals. Section3presents 
efficient and useful technique for classification phase. ection4con-
cludes the paper with a summary and comparison among the dif-
ferent methods of feature extraction and classification.
2. Feature  Extraction Techniques

Extraction of characteristic features( acoustic signature) is the 
most significant and crucial task in vehicle recognition. For clas-
sification of a vehicle, a set of characteristic features from sound 
generated by vehicle is extracted to label that vehicle to one of the 
predefined classes. Acoustic signals have very few representations 
and we must find the most important coefficients or characteristic, 
which contain information that will be used to discriminate among 
input classes. This set of characteristic features is known as a fea-
ture vector(3). Feature extraction followed by feature reduction 
technique, this technique used to extract the acoustic features of 
the vehicles and to uncover the most important acoustic features 
of an unknown signal that differentiate it from others. A popular 
statistical tool for dimensionality reduction technique is Principal 
Component Analysis(PCA). The objective of PCA is to find prin-
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cipal eigenvectors of the covariance matrix of the set of signals. 
These eigenvectors can be considered as characteristic feature vec-
tor which is used to characterize the variation between signals(4). 
Three main domains in which features can be generated are time 
domain, frequency domain and time- frequency domain. The fea-
ture extraction in time domain is simplest method for feature ex-
traction because no transformation is required so computationally 
it become less complex(energy envelop, zero crossings).
2.1 Feature Extraction in Frequency Domain

The feature extraction in frequency domain, acoustic signal 
waveforms generated by vehicle appears as narrow band harmonic 
components. The information provided by these components, is 
used to construct the characteristic features for a particular vehi-
cle. Characteristic features are generated by using low frequen-
cy components present in the acoustic signal because most of the 
sound produced by the vehicles is due to their engine rotating parts 
which rotate and reciprocate in a low frequency and they are stron-
gest and suffer least attenuation(5). Feature generation methods 
based on frequency domain such as Fast Fourier Transform(FFT) 
and Power spectral density(PSD) are commonly used in vehicle 
recognition and classification(6).
2.2Preprocessing Operations

Let Y be the sound recorded to construct feature vector. Y is 
divided into multiple sound frames Yi , where Yi is a basic unit of 
analysis. Preprocessing is the basic step in which DC bias which 
may be caused by the device during sampling, is removed by ap-
plying zero mean to the Yi.
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Where K=1,2,……..,n.
Now this zero mean sound is converted into frequency domain by 
applying FFT. the environmental noise removed by using Finite 
Impulse Response(FIR) filter:

Where h[k] is an Impulse Response, where k=1,2,…,n.
y[n]: the input frame of Yi , Y[n]: the filter signal of frame Yi
in the recording process, we recorded acoustic signals or the qua-
si-periodic signals for each class in 120 (seconds), to increase 
the dataset of sound waves, we divided each length of signal into 
12frames with 10 (seconds), for each one. Figure (1) illustrates the 
car sound waves in the first case (in time domain and frequency 
domain), before divided into frames.

Fig (1): The car sound wave in Time Domain and Frequency 
Domain

The signal length divided into 12 Frames, the length of each 
one was 10 (seconds), so the dataset training becomes 120 samples 
for class1 (car), and so the others classes. Fig (2) illustrates Frames 
after framing process. According to the sampling rate, the size L 
of a proper window should be selected firstly, such as 256, 512, 
1024, 2048, and 4096 sampling points. In this research we used 
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512 sampling points, in order to obtain N short-time series {x1, 
x2, . . . , xN}.

Fig (2): The Helicopter sound wave before (FIR).The Helicop-
ter sound wave After (FIR).
2.3 Feature extraction using FFT
Magnitude of frequency spectrum used to generate feature vector 
by FFT for a window size 512, without overlapping can be writ-
ten as:

3.Feature Extraction in Time-Frequency Domain
The techniques used to extract features in time-frequency 

domain are Short Time Fourier Transform(STFT) and Wavelet 
Transform(WT)(7). Wavelet Transform provides multi-resolution 
time-frequency analysis. It is the projection of a signal onto the 
wavelet. Wavelet is a series of functions Ψab(t)derived from a 
base function ψ(t) by translation and
dilation[8].

Fig (3):  car with spectrums using FFT.

in the recording process, we recorded acoustic signals or the quasi-periodic signals 
for each class in 120 (seconds), to increase the dataset of sound waves, we divided 
each length of signal into 12frames with 10 (seconds), for each one. Figure (1) 
illustrates the car sound waves in the first case (in time domain and frequency 
domain), before divided into frames. 

Fig (1): The car sound wave in Time Domain and Frequency Domain 
The signal length divided into 12 Frames, the length of each one was 10 (seconds), so 
the dataset training becomes 120 samples for class1 (car), and so the others classes. 
Fig (2) illustrates Frames after framing process. According to the sampling rate, the 
size L of a proper window should be selected firstly, such as 256, 512, 1024, 2048, 
and 4096 sampling points. In this research we used 512 sampling points, in order to 
obtain N short-time series {x1, x2, . . . , xN}. 

Fig (2): The Helicopter sound wave before (FIR).The Helicopter sound wave 
After (FIR). 

2.3 Feature extraction using FFT
Magnitude of frequency spectrum used to generate feature vector by FFT for a 
window size 512, without overlapping can be written as: 

Each vehicle has a unique � FFT�yi�………………………… . . �4�
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4.Wavelet Packet Transform:
This transform is computationally efficient. The main con-

cept used in this technique is to extract the set of features from the 
class of signals emitted by a certain vehicle. The set of features 
is obtained by calculating the inherent energies in the blocks of 
the wavelet packet coefficients of the signal, each of which is re-
lated to a certain frequency band. Wavelet packet transform of a 
signal yields different partitions of the frequency domain. Due to 
the presence of time variance property in the multi scale wavelet 
packet decomposition, whole blocks of wavelet packet coefficients 
are used instead of individual coefficients and waveforms(11). To 
generate feature vector, a set of signals are sliced into fragments of 
length L=10s and each fragment is subjected to the wavelet packet 
transform. Wavelet packets transform works as a bridge between 
the time domain and frequency domain representation of a sig-
nals[12].Wavelet packet transform can be viewed as a tree struc-
ture. The root of the tree is the time series of the vehicle sound. 
The next level is the result of one step of wavelet transform. Sub-
sequent levels(3 levels) in the tree are obtained by applying the 
wavelet transform to the low and high pass filter results of the 
previous step’s wavelet transform. The Branches of the tree are the 
blocks of coefficients. Each block represents a band of frequency. 
Feature extraction of acoustic signals is based on the energy dis-
tribution of the block coefficients of wavelet packet transform. 
The wavelet packet transform is applied for acoustic signals then 
the energy of each block coefficients of the three levels of db4 is 
calculated
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Fig (4): Spectral Analysis Using Wavelet for Helicopter. 

Fig (5): Top: Fourier spectrum of the car signal .Bottom: En-
ergies in the blocks of Wavelet packet coefficients of the fourth 
order in three level of the wavelet packet transform.
5.Feature Reduction (Selection).

Principal component analysis is a quantitatively rigorous 
method for achieving this simplification. The method generates a 
new set of variables, called principal components. Each principal 
component is a linear combination of the original variables. All the 
principal components are orthogonal to each other, so there is no 
redundant information. The principal components as a whole form 
an orthogonal basis for the space of the data.
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6.Artificial Neural Network:
Neural Networks or artificial neural networks to be more 

precise represent a technology that is rooted in many disciplines, 
neurosciences, mathematics, statistics, physics, computer science 
and engineering. Neural networks find applications in such diverse 
fields as modeling, time series analysis, pattern recognition, signal 
processing and control by virtue of an important property: the abil-
ity to learn from input data(16). In general, we may identify two 
fundamentally different classes of network architectures (17). The 
neurons are organized in the form of layers. In the simplest form 
of a layered network, we have an input layer of source nodes that 
projects onto an output layer of neurons (computation nodes), but 
not vice versa. This network is strictly a feed forward or acyclic 
type. (see figure1), for the case of four nodes in both the input 
and output layers. Such a networks called a single-layer network. 
In this network, each element of the input vector p is connected 
to each neuron input through the weight matrix W. The neuron 
has a summer that gathers its weighted inputs and bias to form 
its own scalar output n(i). The various n (i) taken together form 
an S-element net input vector n. Finally, the neuron layer outputs 
form a column vector a. The second class of a feed forward neural 
network distinguishes itself by the presence of one or more hidden 
layers, whose computation nodes are correspondingly called hid-
den neurons or hidden units. The source in the input layer of the 
network supply respective elements of the activation pattern (in-
put vector), which constitute the input signals applied to the neu-
rons (computation nodes) in the second layer (i.e., the first hidden 
layer). A prescribed set of well-defined rules for the solution of a 
learning problem is called a learning algorithm. As one would ex-
pect, there is no unique learning algorithm for the design of neural 
networks. Basically, learning algorithms differ from each other in 
the way in which the adjustment to a synaptic weight of a neuron 
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is formulated. Learning paradigm is a model of the environment 
in which the neural network operates. There are three major learn-
ing paradigms, each corresponding to a particular abstract learning 
task. These are [18]:
•Supervised learning: the weights and biases are modified in 
response to network targets.
•Unsupervised learning: the weights and biases are modified in 
response to network inputs only.
•Reinforcement learning: Data is usually not given, but generated 
by an agent’s interaction with the environment

The Back-propagation network is an algorithm that can prop-
agate and back propagate the network from one layer to other lay-
ers. The network consists of an input layer of source neurons, at 
least one middle or hidden layer of computational neurons, and 
an output layer of computational neurons. The input signals are 
propagated in a forward direction on a layer by layer basis and 
backward direction on a layer-by layer basis.

Fig (6) : The PCA Error Rates with Two Hidden Layers.
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Fig (7): the PCA input20 features with one hidden layer.

Table (1): Confusion matrix with one hidden layer,PCA of 10 
and FFT

Class 1 Class 2 Class 3 Class 4 Class 5 Not classified
Class 1 12 0 6 2 0 0
Class 2 0 10 6 2 1 1
Class 3 0 1 12 3 3 1
Class 4 0 2 4 10 3 1
Class 5 1 0 8 1 10 0

Table (2): Recognition Rate With One Hidden Layer,PCA of 
10 and FFT.

 
Conclusion

Classification of vehicles based on acoustic signals is being 
employed effectively in battlefield surveillance, traffic control, 
and many other applications, but research in this area still requires 
more investigation to improve the classification accuracy. Sound 
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recognition that identifies vehicles according to their acoustic sig-
natures was successfully designed and implemented.  Sounds of 
five vehicles were used for training and testing the system. The 
data set contained 20 sound recordings for each vehicle sampled 
at 4960 Hz, with 8 bit resolution. An FIR noise reduction filter 
was used to improve the quality of input signal.  For features ex-
traction Radix -2 Fast Fourier Transform (FFT) with N=512 and 
Wavelet Packet Transform (WPT) with 31-sub-bands were tested.  
The Principal Components Analysis (PCA) was utilized as a fea-
tures dimensionality reduction method.  Artificial Neural Network 
(ANN) was employed as a classifier.  Feed-forward Multi-Layers 
Perceptron (MLP) trained by Back-Propagation Algorithm (BPA) 
was used to train and classify the feature vectors of vehicle sound.  
Cross validation was implemented to prevent the over fitting prob-
lem and to increase the training data samples. performance was 
tested with different feature extraction methods, and different fea-
ture lengths of the PCA, along with different number of hidden 
layers of the ANN. The results showed that the highest classifi-
cation accuracy gained is 94% when WPT is used as a feature 
extraction method with number of features reduced to 90 using the 
PCA and with two hidden layer ANN as illustrated in tables 5,6.  
This is compared to 88% classification accuracy gained when the 
Fast Fourier transform is used as a feature extraction method with 
number of features reduced to 20 and with one hidden layer Neu-
ral Network.   Compared to previous studies in the field of vehicle 
sound recognition, the highest calcification accuracy achieved in 
previous studies was 90%. as illustrated in tables 3,4
Table (3): Confusion matrix with one hidden layer,PCA 20 and 
FFT.

Class 1 Class 2 Class 3 Class 4 Class 5 Not classified
Class 1 19 0 0 1 0 0
Class 2 0 20 0 0 0 0
Class 3 0 0 18 0 1 1
Class 4 0 0 20 0 0
Class 5 1 0 0 1 18 0
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Table (4): Recognition Rate With 
One Hidden Layer,PCA20 and FFT.

Table (5): Recognition Rate with Two hidden layer,PCA90 
and WPT.

Class 1 Class 2 Class 3 Class 4 Class 5 Not classified
Class 1 20 0 0 0 0 0
Class 2 0 18 2 0 0 0
Class 3 1 0 18 0 0 1
Class 4 0 0 1 18 1 0
Class 5 0 0 0 0 20 0

Table (6): Recognition Rate With Two 
Hidden Layers, PCA90 and WPT.
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