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المستخلص:
أصبــح التنبــؤ بــأداء الطــاب شــائعا في التنقيــب عــن البيانــات التعليميــة يتــم اســتخدامه لتحســن 

ــرات  ــؤ بتقدي ــل للتنب ــل تحلي ــم عم ــة يت ــذه الورق ــة في ه ــودة المؤسس ــن ج ــك تحس ــاب وكذل أداء الط

الطلـاب في السنــة النهائيةــ بنـا�ء عل�ى المعــدل التراكم��ي للطل�اب للسـن�وات الأولى م�ـن الدراسةــ. تــم اخــذ 

البيانــات مــن كليــة الهندســة لعــدد 1841 طالــب مــع أربعــة خصائص،تــم اســتخدام خمســة خوارزميــات 

 )Naïve Bayes, Random Forest, SVM, J48, logistic regression(
لتحليــل البيانــات باســتخدام برنامــج ويــكا .

أداء  logistic regressionاحســن  خوارزميــة      ان  النتائــج  أظهــره 
logistic regres� أداء عالـ�ي قـ�د حققـ�ت دقـ�ة  التـ�ي  الخوارزميـ�ات  باقـ�ي  (مـ�ن 
Random For�,  J4887.2%,%  Naïve Bayes88.1,%SVM89,%sion900

est86.9%( هــذا يجعــل مــن عمليــة التنقيــب في البيانــات فرصــة لتحديــد الطــاب الذيــن يتخرجــون 
ــر. ــل المبك ــن التدخ ــث يمك ــاق بحي ــى الاط ــون ع ــئية او لا يتخرج ــج س بنتائ

 يمكــن مســتقبلا الاســتفادة مــن هــذا التحليــل باســتخدام بيانــات بأحجــام مختلفــة وجامعــات مختلفــة

وتطبيــق تقنيــات المعالجــة المســبقة ومقارنتــه مــع تقنيــات لتنقيــب البيانــات مختلفــة

Abstract:
Student performance prediction has become very popular in 

Educational Data Mining. It is used to improve the performance 
of students and also improves the quality of the institution In this 
paper predictive analysis was carried out to determine the class of 
grades of students in their final year using their GPA for the first 
three years of study. The data set of students has been taken from 
the Faculty of Engineering with 1841 instanceand 4 attributes. 
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Five data mining algorithms  (Naïve Bayes, Random Forest, SVM, 
J48, logistic regression) were considered, by using WEKA tools 
the results show that logistic regression has the best performance 
to other classifiers ,the accuracywas achievedby Fivealgorithms 
(logistic regression90% ,SVM89%  ,Naïve Bayes88.1% ,J4887.2% 
,Random Forest86.9% ) this.   data mining creates an opportunity 
for identifying students that may graduatewith poor results or may 
not graduate at all, so that early intervention may be deployed. 
. For future work, this analysis can be further taken forward by 
using data sets from different size and universities and applying 
data pre-processing techniques and will be compared and analyzed 
with other data mining techniques.

Keywords: Education, Classification, Prediction, Random 
Forest, Educational Data Mining, Prediction, Classification Algo�
rithms.
1.	 INTRODUCTION 

Educational Data Mining is an emerging discipline, concerned 
with developing methods for exploring the unique and increas�
ingly large-scale data that come from educational settings and us�
ing those methods to better understand students, and the settings 
which they learn in.

Whether educational data is taken from students’ use of inter�
active learning environments, computer-supported collaborative 
learning, or administrative data from schools and universities, it 
often has multiple levels of meaningful hierarchy, which often 
need to be determined by properties of the data itself, rather than in 
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advance. Issues of time, sequence, and context also play important 
roles in the study of educational data. (1).

In the first and second year of an engineering program, stu�
dents are exposed to knowledge on sciences and basic introduction 
to engineering as a continuum of their secondary school education, 
and as an introduction to general engineering. In the third year, the 
curriculum is more focused on the core discipline of each engi�
neering student, that is, electrical engineering, civil engineering, 
and so forth. By the end of the third year, engineering students 
are already grounded in the basics of their profession. The aca�
demic performance of engineering students from their first year to 
the third year is very vital in terms of acquisition of foundational 
knowledge, and its impact on their final graduation Cumulative 
Grade Point Average (CGPA). It is often said that beyond the third 
year it is very challenging for a student to move from the current 
class of grade (first class - 1st, second class upper division – 2|1, 
second class lower division – 2|2, and third class – 3rd) to a higher 
one due to the nature of academic courses at fourth year and fifth 
year which are more robust and touch core foundation of engineer�
ing disciplines.

Classification is an important task in data mining where stu�
dent’s performance can be predicted using a particular algorithm. 
Various classification algorithms can be used for the prediction like 
Naïve Bayes, Logistic Regression, Random Forest, J48, CART, 
Multi-Layer Perceptron etc. In these paper five algorithms, “Naive 
Bayes”, “Logistic Regression”, “Support Vector Machine”, “J48” 
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and “Random Forest” have been compared based on the classifi�
cation accuracy and other comparison metrics. To predict the final 
degree of students using GPA in first and second and three year of 
an engineering program.
This paper will be used to reduce the low performance of graduate 
students by predicting student’s performance prior to their arrival 
to the fourth year and student who are in need of special attention.

This paper organize with five section, section one Introduction  
section two background about EDM data mining and classifier 
three describes the related work section four experiment & results 
explain the used experiment methodology and  describes the ex�
periment tool and  we used data set, algorithm evaluation, evalua�
tion the results and comparison between the results of algorithms 
finally conclusion and recondition .
2.	 DATA MINING PREDICTION USING CLASSIFIERS

2.1 Classification
In the field of Data Mining Classification is a main and most 

important technique. Class and category of a value is identified 
using classification based on the previously categorized values. 
Some of the importantclassification techniques are discussed.

2.2 Classification Algorithms used for Prediction
Naive Bayes Algorithm: Naive Bayes Algorithm is considered 

as very efficient and easy algorithm.The classification rate is con�
siderably very high and most of the cases it predicts accurate re�
sults. This algorithmproduces good results only when the data set 
is very large (2).

Random Forest Algorithm: To improve the predictive accura�



223مجلــة القلزم للدراســات التربوية والنفســية واللغوية- العدد الســادس -ربيــع الثاني 1443هـ -يناير2022م

Dr. Yasir Mohammed Haj Hamad

cy, Random Forest Algorith uses average values of the model. It 
is a meta-estimator, so it fits a number of decision trees on various 
sub samples of datasets. It also controls over fittings. The original 
sample size is always matches the sub-sample size but thesamples 
are drawn with replacement (3).

Neural Network Algorithm: Neural Network Algorithm en�
deavors to recognize hidden relationships in a set of data through 
many processes like the way the human brain operates. A Neu�
ral Network Algorithm is aseries of algorithms and it produces 
the biggest result without requiring redesigning the output criteria 
when itadapt to changing input (4).

J48 Algorithm: The ID3 algorithm’s features are extended into 
J48 Algorithm. J48 has the following additional features such as, 
it accounts the missing values, decision tree pruning, continuous 
attribute valueranges, derivation of rules, etc. it is an open source 
java implementation of the C4.5 Algorithm in WEKA Data Min�
ing tool (5).

C4.5 Algorithm: It is also a decision tree algorithm. Some of 
the features of C4.5 algorithm is as follows, it can be easily inter�
preted and very easy to implement. It accepts both continuous and 
discrete values.Some of the limitations are, when a small deviation 
in data can lead a completely different decision tree. Itcannot work 
with small dataset (2).
I.	 CLASSIFICATION ACCURACY 
Accuracy is defined as the proportion of correct classification from 
overall number of cases and it depends on confusion matrix. Table 
2 shows the confusion matrix that illustrates the number of correct 
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and incorrect predictions made by the classification model com�
pared to the actual value.
1.	 Correctly classified instance:

The correctly classified instance show the percentage of test 
instance that were correctly and in correctly classified the percent�
age of correctly classified instances is often called accuracy or 
sample accuracy 

Kappa statistics:
Kappa is chance –corrected measure of agreement between 

the classification and true classes.
Confusion matrix:
A confusion matrix,some times called classification matrix 

is used to assess the prediction accuracy of model . it measure 
whether amodel is confused or not, that is whether the model is 
making mistakes in it predictions . The confusion matrix can be 
obtained from  asset of different scales to compare classifications , 
including accuracy, which is widely used

The classifiers are evaluated by a confusion matrix which is a 
combination of four outcomes. In binary classification, the output 
is either positive or negative. The four different classifications are:

True positives (TP)-accurate positive prediction
False positives (FP)-wrong positives prediction 
True negatives (TN)-accurate negative prediction
False negatives (FN)-wrong negative prediction
The effectiveness metrics for classifier used in the research 

are:- 
Precision (p):-

Precision=
Number of true positives classifications divided by the sum of true 
positives and false positive classifications.
- Recall(R):
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i.e number of true positives classifications divided by the sum of 
true positive and false negative classifications .
F1-SCORE-
F1-score is the harmonic mean of precision and recall

Accuracy -
Accuracy is measured by dividing the number of correctly classi�
fied instances by the total number of instances.

Mean Absolute Error (MAE):-
MAE measures the average magnitude of errors in asset of predic�
tion . it is the summation of the differences between predicted and 
observation divided by the total number of test samples.

Root Mean Square Error (RMSE):-
It is the square root of the summation of the squared differences 
between predicted and actual observations, divided by the number 
of total test samples.

ROC curve:
It is another way to evaluate the performance of the classification 
(12) where FP values are represented on the y axis and TP values 
on the y axis 
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 Area under curve (AUC):
Another utility called (area under the curve) helps analyze the 
overall performance of the classification and the ideal classifica�
tion has AUC.
The ROC is a good visualization tool to identifying the perfor�
mance of classifier, we times need a numerical value for compar�
ison purpose.
3.	 LITERATURE REVIEW 

Many research studies have been done in educational data 
mining to predict the students’ performance

In (7), the final CGPA of students was predictedusing mul�
tiple linear regression and correlation to analyse the yearly GPA, 
and various inferential statistics were developed. The study de�
termined the correlationbetween the first-year result and the fi�
nal-year result of the student. With the aidof a regression plot, the 
students’ GPA for the five years of study was fitted using multiple 
linear regressions in order to explain how the GPA for each year 
contributedto the variations in the final CGPA of the students at 
graduation.

In (8) features such as student attendance, average scores, rel�
evant course data, the level of student participation in class etc. 
were deployed in a data mining model for predicting the perfor�
mance of 908 students.

In (9) a decision tree modelwas applied to predict the prob�
ability of failure of 1,547 students such that relevant knowledge 
can be acquired that will enable the management team to be able 
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to deploy adequate and early intervention. In the study, the student 
grades were classified into five categories, and these are: excel�
lent, very good, good, acceptable and fail. Ten input features that 
include the student’s department, high school grades, level of par�
ticipation in class, attendance, midterm scores, lab reports, home�
work grades, seminar score, completion of assignments and the 
overall grades were applied in the decision tree model developed

In (10) by using decision tree classifiers, the likelihood of a 
student to drop out of an institution was predicted through educa�
tional data mining.

In (11), association, classification, clustering and outlier de�
tection data mining techniques were applied to analyse 3,314 grad�
uate student performance records over a fifteen-year period. The 
dataset was analysed using Rule Induction, Naïve Bayesian classi�
fier, K-Means clustering algorithm followed by density-based and 
distance-based outlier detection methods. 18 attributes of the stu�
dent dataset were considered, and only 6 attributes: matriculation 
GPA, gender, specialty of the students, the city of the student, the 
grade and the type of secondary school attended were selected for 
the data mining analysis. The remaining 12 attributes were dropped 
due to their large variances and because some of the attributes are 
personal information that did not provide useful knowledge. 

In (12) The unsupervised clustering analysis performed, iden�
tified four unique clusters in the dataset using k-means algorithm. 
Data mining method was applied by to evaluate student data to�
wards identifying the key attributes that influence the academic 
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performance of students. This provides an opportunity for improv�
ing the quality of higher education.

 In (13), data mining technique was Applied to analyse student 
data at a Bulgarian university. The student dataset that was anal�
ysed, contained the personal and pre-admission attributes of each 
student. The Decision Tree Classifiers (J48), k-Nearest Neighbour, 
Bayesian, Naïve Bayes classifiers,the OneR, and the JRip Rule 
learners were applied to extract knowledge from the student data�
set, and accuracy of 52e67% was achieved. The result showed that 
the number of courses failed in the first academic year and the ad�
mission score of the student are two major features among the very 
influential features in the classification analysis.

In (14) the authors used WEKA data mining software for the 
prediction of final student mark based on parameters in two dif�
ferent datasets. Each dataset contains information about different 
students from one college course in the past fourth semesters. The 
IBK shows the best accuracy among other classifiers

In (15) the authors represents a study that will be helped to 
the students and the teachers to improve the result of the students 
who are at the risk of failure. Information’s like Attendance, Semi�
nar and assignment marks were collected from the student’s previ�
ous database, to predict the performance at the end of the semester. 
The authors used Naïve Bayes classification algorithm that shows 
a highest accuracy compared to other classification algorithms.

 The researchersin (16) conducted a comparative research to 
test multiple decision tree algorithms on an educationaldataset to 
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classify the educational performance of students. The study mainly 
focuses on selecting the best decision tree algorithm from among 
mostly used decision tree algorithms, and provides a benchmark 
to each one of them and found out that the Classification and Re�
gression Tree method worked better on the tested dataset, which 
was selected based on the produced accuracy and precision using 
10-fold cross validations

Researchers in (17) provided an overview on the data mining 
techniques that have been used to predict students’ performance 
and also it focused on how the prediction algorithm can be used 
to identify the most important attributes in a student’s data. Under 
the classification techniques, Neural Network and Decision Tree 
are the two methods highly used by the researchers for predicting 
students’ performance.

In (18), predictive analysis was carried out to determine the 
extent to which the fifth year and final Cumulative Grade Point 
Average (CGPA) of engineering students in a Nigerian University 
can be determined using the program of study, the year of entry and 
the Grade Point Average (GPA) for the first three years of study as 
inputs into a Konstanz Information Miner (KNIME) based data 
mining model. Six data mining algorithms were considered, and a 
maximum accuracy of89.15% was achieved. The result was ver�
ified using both linear and pure quadratic regression models, and 
R2 values of 0.955 and 0.957 were recorded for both cases. This 
creates an opportunity for identifying students that may graduate 
with poor results or may not graduate at all, so that early interven�
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tion may be deployed.
In (19) analyze and evaluate the university students’ perfor��

mance by applying different data mining classification techniques 
by using WEKA tool. The highest accuracy of classifier algorithms 
depends on the size and nature of the data. Five classifiers are used 
NaiveBayes, Bayesian Network, ID3, J48 and Neural Network 
Different performance measures are used to compare the results 
between these classifiers. The results show that Bayesian Network 
classifier has the highest accuracy among the other classifiers.

In (20) used J48, PART, Random Forest and Bayes classifiers 
to predict students‟ end semester grades on a data set of 300 stu�
dents from different colleges and found that Random Forest clas�
sification algorithm gives the best results based on accuracy and 
classifier errors .

In (21)used Bayesian Network, J48, Naive Bayes, ID3, J48 
and Neural Network classifiers to analyse and evaluate students‟ 
performance grades and found that Bayesian Network classifier 
has the highest accuracy among all classifiers. They concluded 
that the performance of the students of a university can be best 
classified using Bayesian Network classification methods. The de�
pendency among random variables is depicted by using directed 
acyclic graphs, where the nodes in the graph represent the random 
variables. The dependency of random variables is depicted when a 
connection exists between a node and an arc .

In (22)compared the results of decision tree classifier and 
Naïve Bayes algorithm and found that „decision tree‟ gives better 
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results than „Naïve Bayes‟ algorithm. “The benefit of „decision 
tree‟ is that it is easy to understand and interpret. The decision 
tree gives good performance with both numerical and categorical 
variables. Thus, it is one of the very powerful and widely used 
classifiers. WEKA uses J48 classifier to implement the C4.5 deci�
sion tree (10). 

In (23)worked on Random Forest classifier and found that 
Random forest classifier reduce bias, variance and overfitting. 
Hence, it is very accurate as well as robust. It merges various deci�
sion trees together to give a better prediction model (12). 

In (24)worked on the recommendation agents that watches 
the student activities and suggests some actions that will be bene�
ficial for the students (13). After studying the various researches, 
that have been done for doing predictive analysis through different 
educational data mining techniques, the authors found the follow�
ing six classification algorithms: „Naïve Bayes‟, „Logistic regres�
sion‟, „Multilayer Perceptron‟, „Support Vector Machine‟, „J48‟ 
and „Random Forest‟ to be the most promising classifiers to build 
a model for predicting whether a students will have a reappear in 
a course or not.
4.	 Experiments and Results 

In this section, a relative report on the technique of extract�
ing data from the classification and predicting the Students perfor�
mancewill be applied based on the Grade Point Average, of first 
three year of student, and then predict student performance based 
on first and second and third year before they reach the four year 
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and choice the best classifier dependent on Accuracy, Error rate, 
F - measure, exactness and review. Precision.

4.1 Evaluation Metrics 
1. Precision 

Precision is a ratio of true positive tuples and all positive tu�
ples in a dataset .
2. Recall 

Recall is a ratio of true positive tuples against positive and 
negative tuples
3. F-Measure 

F - Measure is also called as F - Score. F - Measure is a mean 
of precision and recall. F- Measure value varies from 0 to 1. If the 
value of F-Measure is higher, then it is said to be a better classifier.
4. Accuracy 

The classifiers accuracy is an important metric for evaluation. 
It is a ratio of positive tuples and negative tuples against all the 
tuples. 
5. Error Rate 

The error rate is an essential measure for evaluation. Lower 
error rate is said to be a better classifier. Error rate determines the 
error between the prediction and actual 
4.2 Data set:

The data set name is full data .CSV this consist of the follow�
ing 4 feature.( first year GPA, second year GPA ,third year GPA,�
class of degree ) From University of Science & Technology Facul�
ty of Engineering with 1841 instance see figure 4.1Implementation 
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algorithms of classification by using WEKA tools.

Figure.1.data set

Figure.2.Result of classification model using randomforst algo�
rithm
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Figure.3.Result of classification model tree j48 algorithm

Figure.4.Result of classification model using Naïve Bayes algo�
rithm



235مجلــة القلزم للدراســات التربوية والنفســية واللغوية- العدد الســادس -ربيــع الثاني 1443هـ -يناير2022م

Dr. Yasir Mohammed Haj Hamad

Figure.5.classification model using logistic algorithm.

Figure.6.classification model using SVM algorithm.
RESULTS DISCUSSION

The experimental results discussion has done on selecting 
1841 instance. Five selected classification algorithms were used; 
Randomforst, J48, Naive Bayes, SVM, J48 and logistic and each 
one has its own characteristics to classify the data set. Table 1 
shows performance results of all classifiers by using WEKA, and 
Figure 7 shows the accuracy performance of classification tech�
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niquesand Table 2 shows Error measures in weakof All Classifiers 
Table1Comparison for Accuracy of All Classifiers

classifier

Criteria
logisticSVM Naïve

Bays)J48(
Ran-
dom-
forst

16571639162216061600Correctly classi-
fied instance

184202219235241Incorrectly clas-
sified instance

% 90%  89% 88.1% 87.2% 86.9)%( Accuracy

Figure.7.Classifiers Accuracy Performance
In table 1, the logistic regression classifier has more correctly 

classified instances than other classifiers, which is usually referred 
to the best accuracy model. The graphical representation in Fig�
ure 7 shows that the best classifier of students’ performance based 
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on their dataset is the logistic regression classifiers. In the result, 
logistic regression has an efficient classification among other clas�
sifiers. 

Table 2  Error measures in weakof All Classifiers 
classifier

Criteria
logisticSVM Naïve

Bays)J48(Random-
forst

0.83820.8200.81030.79440.7877Kappa sta-
tistic

0.07140.2590.07850.08610.0781Mean abso-
lute error

0.19110.3260.20850.22810.2097

 Root mean
 squared

error

)RMSE(

 23.0371
%%  83.62 25.3412

%% 27.7734% 25.2061
Relative ab-
solute error

)RRSE(

  48.549
%82.875% 52.9815

%% 57.9647% 53.2781
Root rela-

 tive squared
error

In Table 2. Represents the error measures of all classifiers, it shows 
that logistic regression has a minimum error among other classi�
fiers. 
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Table3 Weighted average of class label accuracy

classifier
 TP
Rate

 FP
  Rate

Preci-
sion

Recall
F-Mea-
  sure

MCC
 ROC
  Area

 PRC
  Area

Class

Random-
forst

    0.869     0.083       0.868     0.869       0.869     0.788      0.972 0.945
 Weighted

Age

1|2

2|2

1st

3rd

)J48( 0.872 0.075 0.873 0.872 0.872 0.796 0.946 0.881

 Naïve
Bays

0.881 0.063 0.884 0.881 0.882 0.812 0.975 0.952

SVM 0.890 0.074 0.890 0.890 0.888 0.823 0.938 0.844

logistic 0.900 0.064 0.900 0.900 0.900 0.837 0.980 0.963

Table 3 shows the performance accuracy of the five classifiers 
based on different classification metrics. These metrics are; (TP), 
(FP), Precision, Recall and F-measure measure are very important 
to determine the classifiers based on the accuracy. These metrics 
shows that logistic regression classifier performs better than other 
classifiers.

Figure.8.Classifiers Performance Metrics
In Figure 8 Precision, Recall and F-measures analyzed among all 
classifiers. It shows that the weighted average of logistic regres�
sion outperforms other classifiers.
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Figure.9.RMSE Metrics

Figure.10. RMSE Metrics
In the result, logistic regression has an efficient classification 

among other classifiers. 
Figure 9 and Figure 10 below show the analysis of all classi�

fiers based on RMSE and RRSE. It shows that logistic regression 
has minimum error values among other classifiers.

In Figure 11 (TP), (FP metrics shows that logistic regression 
classifier performs better than other classifiers.
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Figure.11. Performance Metrics TP/FP Rate
5.	 CONCLUSION

Student performance prediction has become very popular in 
Educational Data Mining. It is used toimprove the performance of 
students and also improves the quality of the institution. In EDM, 
ClassificationAlgorithms are used to predict the future results. 
Data set contains of 1841 instance and four attributes to predictive 
analysis to determine the class of grades of students in their final 
year using their GPA for the first three years of study using weka 
tools and Five classifiers are used Naïve Bayes, Random Forest, 
SVM, J48, logistic regression and the comparisons are made based 
on the accuracy among these classifiers and different error mea�
sures are used to determine the best classifier. Experiments results 
show that logistic regression has the best performance other clas�
sifiers. For future work, this analysis can be further taken forward 
by using data sets from different size and universities and also ap�
plying data pre-processing techniques and will be compared and 
analyzed with other data mining techniques.
and as an alternative to running five data mining algorithms sep�
arately as implemented in this study, the weka  could be modified 
to incorporate the five data mining algorithms together in a model 
using a voting system such that the benefits of each algorithm can 
be combined.
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